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ABSTRACT

Large amount of genetic data accumulated over the recent years enabled the transition from 
association studies, aimed on the search for novel risk genes to the interpretation of personal 
risks and prognosis.

In this review the key milestones of computational biology are presented and the strengths and 
limitations of current genetic risk prediction methods are discussed.
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INTRODUCTION

At the moment, the array of accumulated genomic 
data is becoming sufficient not only to understand the 
molecular causes of diseases, but also to assess individ-
ual congenital risks. Thus, there is a transition to the 
prediction of diseases and the personalization of med-
ical interventions, especially in the field of preventive 
medicine.

The use of computational methods in biology has 
opened up opportunities for the development of a whole 
branch of research — bioinformatics. The development 
of methods for effective work with arrays of genomic 
and clinical data is the key to maximizing practical ben-
efits from fundamental genetic research.

This review presents a brief history of the develop-
ment of computational biology and the current state of 
the scientific field dedicated to the assessment of con-
genital disease risks.

DEVELOPMENT OF COMPUTATIONAL 
BIOLOGY AND BIOINFORMATICS

On September 19, 1957, Francis Crick outlined key 
ideas about the function of genes. In particular, he for-
mulated the so-called “central dogma” of molecular 
biology, which states that genetic information can be 
transmitted from nucleic acids to protein, but not in the 
opposite direction [1, 2].

Despite the key role of DNA as a carrier of genet-
ic information, the ability to establish the sequence of 
amino acids in a protein appeared much earlier than the 
methods of sequencing nucleic acids. For example, the 
Edman degradation, which became available in 1949 
due to automation, resulted in sequences of more than 
15 protein families in the following decade [3]. One of 
the important limitations of the Edman method is the 
inability to sequence more than 50-60 amino acids in 
one round [4]. In order to sequence proteins consisting 
of more amino acids, they had to be fragmented be-
forehand.

Thus, the main problem was not the sequencing pro-
cess itself, but the assembly of a sequence of amino acids 
in a protein, based on hundreds of small polypeptides 
sequenced using the Edman method. This task gave the 
main impetus for the emergence of bioinformatics. The 
task of assembling a sequence of large proteins turned 
out to be extremely difficult for an analytical solution. 
This led to the fact that in the early 1960s, the first bio-
informatics program was created, which allowed solv-
ing this problem automatically [2].

Margaret Dayhoff and Robert S. Ledley, consid-
ered the ancestors of modern computational biology, 
in 1962 created COMPROTEIN — the first comput-

er program recorded on punch cards, which solved a 
problem that is relevant in present, de novo sequence 
assembly [5]. It should be noted that the introduction of 
software solutions and the existing limitations of com-
puter performance led to innovations that we still use 
today, speaking about protein sequences. Thus, due to 
the complexity of storing three-letter names of amino 
acids in the memory of computers of that time, Marga-
ret Deyhoff proposed a modern single-letter encoding 
of amino acids [6]. Following COMPROTEIN, the use 
of computational methods for the analysis of amino acid 
substitutions and sequences gave a significant impetus 
to the development of bioinformatics.

By 1970s, it became obvious that sequencing indi-
vidual proteins was inefficient, since it required isola-
tion and purification of each protein separately, while 
DNA sequencing would allow determining the ami-
no acid sequence of all proteins simultaneously. The 
emergence of the Maxam-Gilbert [7] and Sanger [8] 
sequencing has led to the fact that the search for genes 
and the study of the effect of mutations in DNA on the 
occurrence of diseases have become one of the main di-
rections in biology.

The first attempts to detect the position of genes in 
DNA and link mutations to the risk of disease began 
long before the start of the Human Genome Project. 
James Gusella, Nancy Wexler and colleagues in 1976-
1983, during the study of Huntington’s disease, a rare 
monogenic disease with autosomal dominant inheri-
tance, were able to detect and describe the HT gene, in 
which mutations led to the onset of the disease. This 
was the first example of a gene associated with a genet-
ic disease. The study analyzed the segregation of DNA 
markers with a phenotype in a large number of families 
with hereditary Huntingdon’s disease [9]. Obviously, 
large-scale analysis of family trees is an extremely la-
borious task that can be successfully solved algorith-
mically, which led to the development of a number of 
methods for Linkage analysis) [10] and gene linkage 
mapping [11].

In the case of polygenic diseases, such an analysis is 
complicated by the need to monitor the joint segregation 
of many DNA markers simultaneously. The GENEHU-
NTER program made it possible to solve this problem 
and detect hundreds of DNA loci associated with dis-
eases even before the completion of the Human Genome 
project [12].

With the advent of modern methods of high-perfor-
mance sequencing, as well as genotyping using micro-
chips, it became possible to accumulate a large array of 
data for associative studies. To date, the accumulated 
results of such studies have made it possible to detect 
thousands of genes and individual DNA variants asso-
ciated with disease risks [13, 14].2 As a result, a deep-
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er understanding of the molecular causes of impaired 
functioning of the body gradually leads to a shift in the 
focus of research towards the use of data on the effects 
of DNA variants on the phenotype to assess individual 
predispositions to diseases.

MONOGENIC DISEASES

For about 20% of the genes encoding proteins in the 
human genome, a connection with one or more pheno-
types has been reliably established to date, which shows 
significant progress made over the past 40 years, but at 
the same time shows a huge amount of work that re-
mains to be done.

Monogenic diseases can be caused by DNA vari-
ants of various types, from single-nucleotide polymor-
phisms to complex genomic rearrangements [15, 16]. In 
the case of a particular patient, the risk assessment of 
a monogenic disease consists in understanding the role 
and penetrance of individual DNA variants found in the 
gene associated with the disease. For example, heredi-
tary breast cancer is often caused by individual DNA 
variants in the BRCA1 gene. The task of separating 
low-risk polymorphisms from high-risk rare DNA vari-
ants is one of the most relevant topics for studying the 
risks of hereditary diseases and formulating molecular 
diagnoses [17]. Currently, a large number of computa-
tional methods based on various sources of functional 
information (conservation of amino acids, functions of 
protein domains, etc.) are used for numerical risk as-
sessment associated with a specific DNA variant [18—
20]. However, checking the quality of such predictions 
based on computational models has remained difficult 
until recently.

Findlay and colleagues in 2018, using CRISPR tech-
nology, created all possible single-nucleotide mutants in 
the haploid HAP1 cell line sensitive to the normal func-
tioning of the BRCA1 gene [21]. By measuring the cel-
lular viability for each mutant cell line, the functional 
importance of each of the DNA variants was assessed. 
This approach made it possible to reproduce the pheno-
type with high accuracy (~98%) for known clinically 
significant variants in BRCA1 [22], as well as to eval-
uate the effectiveness of popular algorithms for func-
tional annotation of DNA variants. Their low sensitivity 
remains the main problem for interpreting individual 
risks of monogenic diseases, but it is sufficient to prior-
itize DNA variants when searching for new risk genes.

In 2018, Cummings and co-authors were able to 
show that genomic sequencing analysis for making a 
molecular diagnosis in patients with muscular dystro-
phy is still insufficient for ~50% of patients. However, 
simultaneous analysis of genomic or exomic sequenc-
ing with RNA sequencing helps to identify the genetic 

cause of the disease for an additional 35% of patients 
[23].

DNA sequencing provides unique opportunities for 
making molecular diagnoses of monogenic diseases. 
The development of methods for prioritizing and clas-
sifying DNA variants, in particular in a non-coding 
DNA sequence, in the future will allow to reveal even 
more the value of genetic information for the medicine 
of monogenic diseases.

POLYGENIC DISEASES

Unlike monogenic diseases, the congenital compo-
nent of the risk of complex (or polygenic) diseases is 
more associated with the cooperative action of a whole 
set of DNA variants, each of which has little effect. 
However, in some patients, despite the complex nature 
of the disease, the risk may be associated with rare 
variants that have a large phenotypic effect in one gene 
[24—26]. This kind of aggregation of risks from differ-
ent groups of DNA variants makes it even more difficult 
to assess individual risks. 

Information from one DNA variant is not enough to 
assess the risk of a polygenic disease. Instead of inter-
preting the genotypes of individual variants, an assess-
ment of the genetic “load” is used using a value that 
includes all risky DNA variants. There are several ap-
proaches to combining information obtained from sev-
eral DNA loci. The most common method is the poly-
genic risk score (PRS), a weighted sum of the number of 
risk alleles present in a patient [27]. In some cases, this 
criterion is sufficient to identify patients with a congen-
ital polygenic risk comparable to the presence of highly 
penetrant mutations predisposing to monogenic diseas-
es [28].

Initially, PRS was used in “case-control” studies 
to detect genetic differences between cohorts, which 
made it possible to confirm the importance of genetic 
risk factors for a wide range of complex diseases. This 
has become particularly important for research on the 
genetics of psychiatric diseases, which require tens of 
thousands of participants to achieve sufficient statistical 
power [29].

The use of this approach to identify patients with 
an increased risk of polygenic diseases faces a number 
of difficulties on the way to real application in clinical 
practice. One of the important limitations is the lack of a 
standardized translation of the relative risk provided by 
the PRS metric to absolute risk [30].

The possibility of transfer between populations of 
GWAS results, which are used as a reference for build-
ing a polygenic risk model, is also limited. Methods that 
allow making adjustments to the population structure 
have started to appear quite recently [31].
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Models for predicting the risk of complex diseases, 
including a combination of clinical and biochemical 
factors, as well as lifestyle-related factors, work quite 
well in real conditions [32, 33]. However, the addition 
of PRS to these models can significantly help identify 
people at higher risk earlier, long before clinical symp-
toms occur [34].

Thus, the assessment of polygenic risks is in the 
process of transformation from a method that allows 
detecting a difference in genetic “load” in case-control 
type of studies, to a method that needs standardization 
and deeper understanding on its way to translation into 
clinical practice.

CONCLUSION

The development of methods for working with “big 
data” has become quite common in economics and sta-
tistics. The application of this approach in medicine 
and genetics is a booming field of research. The accu-
mulation of data on genomic diversity, structuring and 
integration of clinical data are key steps for creating a 
fundamental base for personalized medicine.
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